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Abstract—The Distributed Stochastic Algorithm (DSA), Distributed Breakout Algorithm (DBA), and variations such as Distributed Simulated Annealing (DSAN), MGM-1, and DisPel, are distributed hill-climbing techniques for solving large Distributed Constraint Optimization Problems (DCOPs) such as distributed scheduling, resource allocation, and distributed route planning. Like their centralized counterparts, these algorithms employ escape techniques to avoid getting trapped in local minima during the search process. For example, the best known version of DSA, DSA-B, makes hill-climbing and lateral escape moves, moves that do not impact the solution quality, with a single probability $p$. DSAN uses a similar scheme, but also occasionally makes a move that leads to a worse solution in an effort to find a better overall solution. Although these escape moves tend to lead to a better solution in the end, the cost of employing the various strategies is often not well understood. In this work, we investigate the costs and benefits of the various escape strategies by empirically evaluating each of these protocols in distributed graph coloring and sensor tracking domains. Through our testing, we discovered that by reducing or eliminating escape moves, the cost of using these algorithms decreases dramatically without significantly affecting solution quality.

Index Terms—distributed constraint optimization, efficiency

I. INTRODUCTION

Distributed hill-climbing algorithms are very powerful, practical tools for solving numerous real-world problems including distributed scheduling, resource allocation, and distributed route planning. These problems can be easily mapped to distributed constraint optimization, and like DCOPs, they must be solved using algorithms that can make decisions about how to best improve the global state of the problem from an agent’s limited, local perspective. The ultimate goal of distributed constraint optimization is to find an optimal solution while minimizing the overall cost incurred to find it (i.e. the required bandwidth, processing cycles, messaging, etc.)

Complete algorithms, such as Adopt and its variants [?], Optimal Asynchronous Partial Overlay (OptAPO) [?], and DPOP [?], are guaranteed to find an optimal solution, but suffer because the cost they incur to find it limits their scalability. So, in practice, one must accept a close-enough solution, especially if the problem is large or the solution needs to be derived quickly. Hill-climbing or local search algorithms tend to work very quickly even on large problems, although they cannot guarantee the best solution and cannot identify when there is no solution for DCSP. This is because these algorithms are prone to getting trapped in local minima. Accordingly, various heuristics have been devised to escape local minima.

The Distributed Stochastic Algorithm (DSA) is a simple hill-climbing technique that works by having agents change their value with probability $p$ when making that change will improve their solution. The setting of $p$ can have dramatic effects on the behavior of the algorithm and can be quite problem specific. For instance, on very dense problems, having high values of $p$ can cause the protocol to converge more quickly, but the same setting on a sparse problem will cause it to oscillate unnecessarily.

Like other local search techniques, DSA employs an escape strategy for situations where the agent cannot change its value to a better, less conflicted value. One particularly dominant strategy, seen in the DSA-B variant, allows an agent with a locally sub-optimal value that cannot improve the solution to switch to another equally conflicted value. In other words, it can move laterally in the solution space by changing its value, but the overall solution does not improve. In DSA-B, these lateral moves are chosen with the same probability $p$ as hill-climbing moves. Variants such as DSA-B1 and Distributed Simulated Annealing have different escape strategies that allow the algorithm to get out of the minima by taking a lateral or a downhill (bad) move. In this paper, we introduce the concept of treating the lateral escape moves differently than the hill-climbing and downhill moves to examine the efficiency of escape strategies used in each family of algorithms.

The Distributed Breakout Algorithm (DBA) [?] is a distributed adaptation of the centralized breakout algorithm [?]. DBA works by alternating between the wait.ok? and wait.improve modes, where messages are passed between agents and new values are appropriately adopted. When an agent detects a quasi-local-minimum [?], the agent uses its escape strategy that increases the weights on all of its suboptimal cost functions. The Maximum Gain Message (MGM) protocol [?] is a simplified version of the DBA protocol that
does not change constraint costs to break out of local minima, essentially removing the escape strategy.

Although escape moves often lead to a better solution in the end, the cost of employing these escape strategies is often not well understood. In this paper, we investigate the efficiency (cost:benefit ratio) of various escape strategies by empirically evaluating each of these protocols in two distributed domains. Our results show that by reducing or eliminating escape moves, the cost of using these algorithms decreases dramatically without significantly affecting solution quality.

II. DISTRIBUTED CONSTRAINT OPTIMIZATION

A Distributed Constraint Optimization Problem (DCOP) consists of the following [2]:

- a set of n variables \( V = \{x_1, \ldots, x_n\} \),
- a set of g agents \( A = \{a_1, \ldots, a_g\} \),
- discrete, finite domains for each of the variables \( D = \{D_1, \ldots, D_n\} \),
- a set of cost functions \( f = \{f_1, \ldots, f_m\} \) where each \( f_i(d_{i,1}, \ldots, d_{i,j}) \) is function \( f_i : D_{i,1} \times \cdots \times D_{i,j} \rightarrow N \cup \infty \).

The problem is to find an assignment \( S^* = \{d_1, \ldots, d_n|d_i \in D_i\} \) such that the global cost, called \( F^* \), is minimized. Although the algorithms presented will work for any associative, commutative, monotonic aggregation function defined over a totally ordered set of values, with min and max elements, in this paper, \( F \) is defined as follows:

\[
F(S) = \sum_{i=1}^{m} f_i(S)
\]

In DCOP using variable decomposition, each agent is assigned one or more variables along with cost function associated with those variables. The goal of each agent, from a local perspective, is to ensure that it gets the best possible solution for its variables. For each of the agents, achieving this goal is not independent of the goals of the other agents in the system. In fact, in all but the simplest cases, the goals of the agents are strongly interrelated.

In this paper, for the sake of clarity, each agent is assigned a single variable. Since each agent is assigned a single variable, the agent is referred to by the name of the variable it manages. Also, this paper considers only binary cost functions that are of the form \( f_i(d_{i,1}, d_{i,2}) \). It is fairly easy to extend all the algorithms presented in this paper to handle more general problems where these restrictions are removed, either by changing the algorithm or by changing the problem as done in [7].

Additionally, throughout this paper the word neighbor is used to refer to agents that have variables that are related by a cost function. In other words, if an agent A has a cost function \( f_i \) that contains a variable owned by some other agent B, then agent A and agent B are considered neighbors.

III. DISTRIBUTED STOCHASTIC ALGORITHM (DSA)

The Distributed Stochastic Algorithm (DSA) is one of a class of algorithms based on the idea that at each step, each variable should change to its best value with some probability.

\[
p \in [0, 1].
\]

Because each variable changes with probability \( p \), the likelihood of two neighbors changing at the same time is \( p^2 \). As long as \( p \) is selected correctly, the protocol will hill climb to a better state.

One of the greatest benefits of the DSA protocol is that it uses considerably fewer messages than the Distributed Breakout Algorithm [2] because agents communicate only when they change values. As the protocol executes and the number of violations decrease, so do the number of messages. Algorithm 1 sketches the DSA main procedure. First, the agent receives messages from other agents and stores them in its agent view. Then a new \( F^* \) is selected that best minimizes the cost function, i.e., has the greatest amount of improve. The agent adopts the new value and sends messages to its neighbors if the new value is different than its current value and a randomly generated number (\( \text{random} \in [0, 1] \)) is less than probability \( p \).

Table I. Zhang [2].?

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>improve &gt; 0</th>
<th>improve = 0</th>
</tr>
</thead>
<tbody>
<tr>
<td>DSA-A</td>
<td>( v ) with ( p )</td>
<td>-</td>
</tr>
<tr>
<td>DSA-B</td>
<td>( v ) with ( p )</td>
<td>( v ) with ( p )</td>
</tr>
<tr>
<td>DSA-C</td>
<td>( v ) with ( p )</td>
<td>( v ) with ( p )</td>
</tr>
<tr>
<td>DSA-D</td>
<td>( v )</td>
<td>( v ) with ( p )</td>
</tr>
<tr>
<td>DSA-E</td>
<td>( v )</td>
<td>( v ) with ( p )</td>
</tr>
</tbody>
</table>

Algorithm 1: DSA Main Procedure

\[
\text{main while not terminated do}
\]
\[
\begin{align*}
\text{update agent view with incoming ok?(x_j, d_j) messages;}
\end{align*}
\]
\[
\text{new_value } \leftarrow \text{choose_best_value;}
\]
\[
\text{if new_value } \neq d_i \text{ and random } \leq p \text{ then}
\]
\[
\begin{align*}
\text{d_i } & \leftarrow \text{new_value;}
\text{send(ok?, [x_j, d_j]) to all x_j } \in \text{neighbors;}
\end{align*}
\]
\[
\text{end}
\]

The DSA protocol is quite popular because it is by far the easiest hill-climbing protocol to implement. However, it is also one of the hardest to tune because it requires the user to specify \( p \). The process of choosing this value can require a great deal of empirical testing because it is problem specific. The result of Zhang’s work indicated that the superior case for DSA is the DSA-B variant with \( p = 0.3 \) [2].
We extend the DSA-B variant to allow the agent to execute a lateral move with a different probability than it would a hill-climbing move, which forms the crux of how we evaluate each algorithm in this paper. We call this extended form DSA-BE (DSA-B Extended). In Algorithm 1, the conditional statement that determines whether \( d_i \) is assigned a new value will be amended to include how much of an improvement is possible should the agent take on the new value. As shown in Table II, if \( \text{improve} > 0 \) and \( \text{random} < p_H \), then \( \text{new\_value} \) is assigned to \( d_i \). Otherwise, if \( \text{improve} = 0 \) and \( \text{random} < p_L \), then \( \text{new\_value} \) is assigned. Else, no change to \( d_i \) is made. If \( p = p_L = p_H \), then DSA-B and DSA-BE are equivalent.

### A. DSA-B1

DSA-B1 [?] is another variant of DSA-B that takes good moves (\( \text{improve} \geq 0 \)) with probability \( p_1 / g \) and then makes an escape move with probability \( p_2 / o \), as detailed in Table II. The escape moves can occur no matter what the improve value is. The main procedure for DSA-B is adapted to include each of these conditions, similarly to how DSA-BE is described.

When the lateral and hill-climbing probabilities are incorporated into this variant (resulting in DSA-B1E), three probabilities are used: \( p_L \) and \( p_H \) when \( \text{improve} = 0 \) and \( \text{improve} > 0 \), respectively, and \( p_2 \) when making a downhill move for any improve value. Setting \( p_1 = p_L = p_H \) is equivalent to DSA-B1.

### B. Distributed Simulated Annealing (DSAN)

Distributed Simulated Annealing [?] is a variation on DSA where random moves are taken with an exponentially decreasing schedule of temperatures, \( T = \{ t_1 \ldots t_f \} \) when there is no improve (\( \text{improve} \leq 0 \)) or a probability of 1 if \( \text{improve} \geq 0 \) (see Algorithm 2). We have chosen a schedule of temperatures that correspond to the number of cycles that have elapsed, following what was presented by Arshad and Silaghi [?]:

\[
t_i = e^{(\text{improve}/\text{max\_improve})/(\text{num\_iterations}/i^2)},
\]

where \( \text{num\_iterations} \) is the number of cycles being executed and \( i \) is the current iteration number. The \( \text{max\_improve} \) is the difference in the cost of the best and worst possible values. If \( p_L = 1 \) in DSANE, DSANE is equivalent to DSAN.

Our extended version of DSAN, DSANE, simply adjusts the probability of taking lateral moves to be equal to \( p_L \) instead of 1. This will add another condition to DSAN’s Main Procedure, similar to the other adaptations we have made.

### Algorithm 2: DSAN Main Procedure

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>improve &gt; 0</th>
<th>improve = 0</th>
<th>improve = 0</th>
<th>improve &lt; 0</th>
</tr>
</thead>
<tbody>
<tr>
<td>DSA-B</td>
<td>( v ) with ( p )</td>
<td>( v ) with ( p )</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>DSA-BE</td>
<td>( v ) with ( p_H )</td>
<td>( v ) with ( p_H )</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>DSA-B1</td>
<td>( g ) with ( p_1/g ), ( o ) with ( p_2/o )</td>
<td>( g ) with ( p_1/g ), ( o ) with ( p_2/o )</td>
<td>( g ) with ( p_1/g ), ( o ) with ( p_2/o )</td>
<td>( o ) with ( p_2/o )</td>
</tr>
<tr>
<td>DSA-B1E</td>
<td>( g ) with ( p_H/g ), ( o ) with ( p_2/o )</td>
<td>( g ) with ( p_H/g ), ( o ) with ( p_2/o )</td>
<td>( g ) with ( p_H/g ), ( o ) with ( p_2/o )</td>
<td>( o ) with ( p_2/o )</td>
</tr>
<tr>
<td>DSAN</td>
<td>( rv )</td>
<td>( rv )</td>
<td>( rv )</td>
<td>( rv )</td>
</tr>
<tr>
<td>DSANE</td>
<td>( rv )</td>
<td>( rv ) with ( p_L )</td>
<td>( rv ) with ( p_L )</td>
<td>( rv ) with ( t_i )</td>
</tr>
</tbody>
</table>

### IV. Distributed Breakout Algorithm (DBA)

The Distributed Breakout Algorithm (DBA) [?] is a distributed adaptation of the Centralized Breakout Algorithm [?]. DBA works by alternating between two modes. In the first mode, called the \( \text{wait\_ok} \) mode, the agents wait until they have received an \( \text{ok} \) message from each of their neighbors. Each \( \text{ok} \) message contains the value that is current assigned to a neighbor’s variable and are used to calculate the current cost.

Once the agents have a clear picture of the state of their variable, they can calculate the best alternative value assignment and the associated improvement to the cost function. The agents then sends out an \( \text{improve} \) message, which contains their improve value, to each of their neighbors and change to the \( \text{wait\_improve} \) mode.

In the \( \text{wait\_improve} \) mode, the agents collect \( \text{improve} \) messages from each of their neighbors. Once all of the messages have been received, the agents check to see if their improvement is the best among their neighbors. If it is, it changes its value to the new improved value. If an agent believes it is in a QLM, it increases the weights on all of its suboptimal cost functions. Finally, the agents send \( \text{ok} \) messages to each of their neighbors and change back to the \( \text{wait\_ok} \) mode. The algorithm starts up with each agent sending \( \text{ok} \) messages and going into the \( \text{wait\_ok} \) mode.
Because of the strict locking mechanism employed in the algorithm, the overall behavior of the agents is to simultaneously switch back and forth between the two modes. So, if one or more of the agents reacts slowly or messages are delayed, the neighboring agents wait for the correct message to arrive. This makes the protocol's communication usage very predictable because in each mode, each agent sends exactly one message to each of its neighbors. Thus, if there are \( m \) constraints, exactly \( 2m \) messages are transmitted during each step.

The locking mechanism in DBA can be very beneficial because it does not allow neighboring agents to change their values at the same time, which prevents oscillations. However, it can also prevent opportunities for additional parallelism because it limits the number of variables that can change at each \textit{wait improve} step to at most half when they are in a fully connected problem. These limitations effectively allow at most 25\% of the variables to change during any individual step of the protocol's execution.

\section{Maximum Gain Message (MGM)}

Another similar algorithm, MGM-1 \cite{MGM1}, is described as strictly DBA with no escape strategy. This means that nothing will be done if a QLM is reached since there is no detection of whether the algorithm has landed in a minima. MGM-2 is a variation that allows randomly selected agents to act as offerers and propose a coordinated move with one of its neighbors. Both of these algorithms monotonically improve the solution, which is often a desirable feature when the penalty for a failed coordination is high. One interesting feature of these algorithms is that we can calculate a bound on \( k \)-optimality \cite{MGM2}. A \( k \)-optimal solution is one that cannot be improved without the coordinated action of \( k \) or more agents. The DSA, DBA, and MGM protocols are 1-optimal, MGM-2 is 2-optimal, and complete algorithms are \( n \)-optimal\cite{MGM2}.

\section{DisPeL}

The Distributed, Penalty-driven Local search algorithm (DisPeL) \cite{DisPeL} is a synchronous iterative improvement protocol, and like DBA, agents send messages to each of their neighbors on every cycle. However, the difference is that DisPeL associates penalties to domain values rather than to constraints. There is a comparison between DBA and DisPeL in \cite{DisPeL}, showing that DisPeL outperformed DBA solving more problems at less median time on a car sequencing and graph-coloring domain. However, there was no mention of communication requirements.

\section{EXPERIMENTATION}

To test our DSA and DBA variants, we implemented each in a distributed 3-coloring domain. The test cases were compared on two main factors to determine the variant’s efficiency - total messages received, number of conflicts, and improvement per message. During each time cycle, the current cost and the number of messages transmitted were measured. These values were used to plot the graphs shown throughout this paper.

\begin{figure}[h]
\centering
\includegraphics[width=\linewidth]{Graph Coloring}
\caption{Remaining Conflicts over Time for selected graph coloring agents with 300 nodes at 2.3n edge density.}
\end{figure}

\subsection{Graph-Coloring Domain}

Following directly from the definition for a DCOP, a graph coloring problem, also known as a \( k \)-colorability problem, consists of the following:

- a set of \( n \) variables \( V = \{x_1, \ldots, x_n\} \).
- a set of \( g \) agents \( A = \{a_1, \ldots, a_g\} \).
- a set of possible colors for each of the variables \( D = \{D_1, \ldots, D_n\} \) where each \( D_i \) has exactly \( k \) allowable colors.
- a set of cost functions \( F = \{f_1, \ldots, f_m\} \) where each \( f_i(d_i, a_j) \) is a function that returns 1 if \( d_i = a_j \) and 0 otherwise.

The problem is to find an assignment \( S^* = \{d_1, \ldots, d_n\} \) such that \( F(S) = \sum_{i=1}^{m} f_i(S) \) is minimized. Like the general DCOP, graph coloring has been shown to be NP-complete for all values of \( k > 2 \).

\subsection{Setup and Results}

For this domain, we conducted experiments that have \( n \) variables and \( m \) binary constraints. The test series consisted of random graphs with \( n = \{100, 200, 300, 400, 500\} \) variables and \( m = \{2.0n, 2.5n, 2.7n\} \) constraint densities to cover under-constrained, within the phase transition, and over-constrained environments. For each configuration of \( n \) and \( m \), 10 graphs were created and 3 different cases (initial colorings) of each graph were run, giving 30 problems that were solved. The random seeds for creating the graph layouts and initial colorings were saved, so each variant solved the same set of problems. Each run was given 500 cycles of execution time.

During a cycle, each agent was given the opportunity to process its incoming messages, change its value, and queue up messages for delivery during the next cycle. The actual amount of execution time per cycle varied depending on the cycle, the problem, and the probability values. Running this set of 4500 tests took approximately 1500 hours of execution time. Due to space constraints, we show graphical results for within the phase transition (2.3n) using 300 nodes unless noted otherwise. Table III shows the complete results for all densities tested with 300 nodes.
We ran our tests in four groups: DSA-B, DSA-B1, DSAN, and DBA. Each of these groups has three configurations that were tested. As the control, we implemented the standard version of the algorithm. The other two configurations are the versions of the algorithm that incorporate a separate probability, \( p_L \), that is used to differentiate lateral escape moves from the other types of moves. The particular probability values used for each configuration were set to the best values as determined by the algorithm’s creators for the standard version, and the others give the test case for \( p_L = 0 \) and then a small value of \( p_L \) is used to give a limited escape strategy. The numerical values are included in Table III.

### C. Metrics

Final solution quality is the most obvious metric to compare the efficiency of different algorithms. However, with hill-climbing approaches, the end solution is important, but what sets them apart is their overall efficiency in arriving at an acceptable solution.

Figure 1 shows several of the agents we tested and how the number of conflicts remaining changes as time passes. The solution quality at the end of 500 cycles differs by about 1 conflict, indicating that all of the algorithms produce competitive solutions. In fact, differences are so slight that they are not statistically different, and all were well within a standard deviation of one another.

However, even with such a negligible difference in end solution quality, these algorithms should not be considered equivalently efficient because they converge on their final solution with considerably different costs. Thus, instead of relying solely on solution quality, we use a metric to measure the ratio between cost and benefit by calculating the conflicts resolved per message (efficiency = \( \frac{RES}{TMR} \)), where \( RES \) is the conflicts resolved and \( TMR \) is the total messages received. For the 300 node x 2.3n density case, \( initConflicts = 229 \), the average number of starting conflicts. In this way we consider both the quality of the solution being found as well as the overall expense for finding it.

### D. Results

The raw numerical results are listed in Table III. We use percentages in this section to compare the escape strategies of each group. However, a side effect of that is not knowing how each algorithm compares to one another across the different groups. The raw numerical results are provided for this purpose.

Figure 2 shows the Conflicts Resolved by each algorithm as a percentage of the initial conflicts of the problem. In the majority of the cases, between 85% and 95% of conflicts were resolved after 500 iterations. We did not run the experiments longer than that as most of the algorithms had stopped making progress, which for a few of them (including DSAN and DisPeL) meant that they had not stopped progressing. However, one of the aims and benefits of developing hill-climbers is to arrive at a solution quickly and we do not know if a better solution would be found in a couple hundred, thousand, or more cycles. If time was not an issue, a complete algorithm would be used. One other question, however, is how much it costs to arrive at each solution?

Figure 3 shows a groupwise comparison of total messages received for each algorithm. In all groups but DBA, the lessening of lateral movement affected the number of messages dramatically. DSA-B(c), DSA-B1(f), and DSAN(h) all have no allowance for lateral movement. As you can see, the dropoff is considerable, with DSA-B(c) using a mere 20% of the messages DSA-B requires. Some escape moves are allowed by DSA-B1 and DSAN, which accounts for the higher amount of messages. DSAN reduces the probability of taking escape moves over time, so likely it sends more messages than DSA-B1 because the temperature starts off higher than DSA-
| Algorithm Configuration | RES | TMR | EFF | REM | RES | TMR | EFF | REM | RES | TMR | EFF | REM |
|-------------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| DSA-B (a) | p = 0.3 | 210.70 | 7227 | 0.029 | 9.3 | 213 | 10391 | 0.020 | 16 | 243.20 | 13789 | 0.018 | 26.80 |
| DSA-B (b) | p_L = 0.1, p_H = 0.3 | 210.80 | 3871 | 0.054 | 9.2 | 211.8 | 5037 | 0.042 | 17.2 | 240.90 | 6892 | 0.035 | 29.1 |
| DSA-B (c) | p_L = 0.0, p_H = 0.3 | 188.30 | 1786 | 0.105 | 31.70 | 181.9 | 2066 | 0.088 | 47.1 | 209.10 | 2497 | 0.084 | 60.9 |
| DSA-B1 (d) | p_1 = 0.2, p_2 = 0.005 | 210.00 | 6115 | 0.034 | 10 | 208 | 6487 | 0.032 | 21 | 231.00 | 8344 | 0.028 | 39 |
| DSA-B1E (e) | p_L, p_2 = 0.005, p_H = 0.2 | 194.00 | 4010 | 0.048 | 26 | 200 | 4707 | 0.042 | 29 | 223.50 | 5657 | 0.040 | 46.5 |
| DSA-B1E (f) | p_L = 0.0, p_H = 0.2 | 192.00 | 4001 | 0.048 | 28 | 197 | 4586 | 0.043 | 32 | 224.00 | 4932 | 0.045 | 46 |
| DSANE (g) | p_L = 0.2 | 214.23 | 68044 | 0.003 | 5.77 | 218.8 | 73520 | 0.003 | 10.20 | 250.23 | 81918 | 0.003 | 19.77 |
| DSANE (h) | p_L = 0.0 | 201.10 | 27047 | 0.007 | 18.9 | 200.9 | 32859 | 0.006 | 28.1 | 247.60 | 48678 | 0.005 | 22.4 |
| DBA | - | 217.63 | 598800 | 0.00036 | 2.37 | 214.4 | 688620 | 0.00031 | 14.6 | 240.50 | 808380 | 0.00030 | 29.5 |
| MGM-I | - | 188.70 | 598800 | 0.00032 | 31.3 | 183.8 | 688620 | 0.00027 | 45.2 | 206.30 | 808380 | 0.00026 | 63.7 |
| DisPeL | - | 204.50 | 598800 | 0.00034 | 15.5 | 208.3 | 688620 | 0.00030 | 20.7 | 236.10 | 808380 | 0.00029 | 33.9 |

TABLE III
RESULTS/CONFIGURATIONS: CONFLICTS RESOLVED (RES), TOTAL MESSAGES RECEIVED (TMR), EFFICIENCY (EFF), AND CONFLICTS REMAINING (REM) FOR 300 NODES WITH 2.0N, 2.3N, AND 2.7N DENSITIES IN THE GRAPH COLORING DOMAIN.

B1’s probability for escape, even though it plummets quickly. DBA, MGM, and DisPeL, however, show no difference in the number of messages used, regardless of whether there is an escape strategy, because the algorithm always sends 2m messages during each cycle as a locking mechanism.

Figure 4 shows the groupwise comparison of efficiency over all the algorithm groups. In the DSA variants, we see that efficiency increases as escape moves decrease. The same algorithms that used the least amount of messages compared to their group also have the highest efficiency. It should also be noted that there is a big gap in efficiency scores for the DSAN and DBA groups compared to the DSA-B and DSA-B1 groups, and the raw efficiency score (see Table III) should be used to compare efficiency scores of algorithms in different groups.

Putting this all together, we find that DSA-B(c) uses 80% less messages as DSA-B(a) and results in approximately a 13% drop in solution quality. This means DSA-B(a) is 23% as efficient as DSA-B(c) that disallows lateral movement. Allowing some lateral movement, as in DSA-B(b), gives us just more than a 50% improvement in efficiency over traditional DSA-B(a) by using 48% as many messages without affecting solution quality by more than 0.5%. The DSA-B1 algorithms can tell a similar story except (e) and (f) are approximately the same in efficiency. This occurs because even though no lateral moves are being made, there is still a chance of making another move, which can facilitate moving out of a minima. The DSAN group has very similar percentages as the DSA-B results, because it cuts out all movement when \( p_L \) is set to 0. However, in messaging, DSAN is an order of magnitude more costly. This is where our paper stresses that efficiency increases as escape moves decrease. The same algorithms that used the least amount of messages compared to their group also have the highest efficiency. It should also be noted that there is a big gap in efficiency scores for the DSAN and DBA groups compared to the DSA-B and DSA-B1 groups, and the raw efficiency score (see Table III) should be used to compare efficiency scores of algorithms in different groups.

VI. CROSS VALIDATION

Additionally, we also ran these same tests in a sensor tracking environment to see if our conclusions were specific to graph coloring or would be reproduced across domains. To cross validate our findings in a more realistic domain, we decided to test our variants using a polynomial solvable resource allocation problem that assigns sensors to targets in a sensor network. Figure 7 shows a similar trend in the sensor tracking domain, indicating that different domains still battle the payoff of lateral movement.

A. Definition

The tracking domain is an implementation of the complete-compatibility version of the SensorDCSP formulation presented in [7], [8], [9]. In this domain, there are a fixed number of sensors and targets randomly placed within an environment. Because of range restrictions, only sensors that are within some distance \( \text{dist} \) can see a target. Because of the need to triangulate the targets, three sensors are needed.
to accurately localize their positions. A cost occurs when a sensor is assigned to two targets at the same time. The goal is to find an assignment of sensors to targets such that each target has three sensors tracking while minimizing any overlap.

Following directly from the definition for a DCOP, a SensorDCOP problem consists of the following:

- a set of n targets $T = \{T_1, \ldots, T_n\}$.
- a set of g agents $A = \{a_1, \ldots, a_g\}$.
- a set of possible sensors that can “see” each of the targets $D = \{D_1, \ldots, D_n\}$.
- a set of cost functions $F = \{f_1, \ldots, f_m\}$ where each $f_i(v_i, v_j)$ is function that returns $|v_i \cap v_j|$.

The problem is to find an assignment $S^* = \{v_1, \ldots, v_n\}$ such that $F(S) = \sum_{i=1}^{m} f_i(S)$ is minimized and each $v_i$ is a set of $\{D_i, l\}$ sensors from $D_i$ where $c = \min(|D_i|, 3)$. This indicates that each target requires three sensors, if enough are available, or all of the sensors, if there are less than three. Since, in this implementation, each of the sensors is compatible with one another, the overall complexity of the problem is polynomial as was shown in [7], using a reduction to feasible flow in a bipartite graph.

### B. Setup and Results

To test our DSA variations in the tracking domain, we ran a test series which used a 200 meter × 200 meter environment with 224 sensors placed in an ordered grid-based pattern. In these tests, each sensor is able to “see” a target that is within 20 meters of its position. We chose to place the sensors in an ordered fashion to reduce the variance obtained within the results. We ran a test series which varied the sensor-to-target ratio from 10:1 to 3.5:1 in increments of 1 which is across the spectrum from sparsely populated, underconstrained to densely populated, overconstrained instances. We then conducted 150 trial runs with a random target placement for each of these configurations to get a good statistical sampling. The random seeds used to place the targets were saved, so all the variants were tested using identical problem instances. We ran each trial for 300 cycles.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>RES</th>
<th>TMR</th>
<th>EFF</th>
<th>REM</th>
</tr>
</thead>
<tbody>
<tr>
<td>DSA-B (a)</td>
<td>159.3</td>
<td>1313</td>
<td>0.12</td>
<td>2.7</td>
</tr>
<tr>
<td>DSA-B (b)</td>
<td>159.4</td>
<td>540</td>
<td>0.30</td>
<td>2.6</td>
</tr>
<tr>
<td>DSA-B (c)</td>
<td>158.8</td>
<td>138</td>
<td>1.15</td>
<td>3.2</td>
</tr>
<tr>
<td>DSA-B1 (d)</td>
<td>159.62</td>
<td>264</td>
<td>0.60</td>
<td>2.4</td>
</tr>
<tr>
<td>DSA-B1E (e)</td>
<td>159.1</td>
<td>137</td>
<td>1.16</td>
<td>2.9</td>
</tr>
<tr>
<td>DSA-B1E (f)</td>
<td>158.8</td>
<td>133</td>
<td>1.19</td>
<td>3.2</td>
</tr>
<tr>
<td>DSAN</td>
<td>156.7</td>
<td>10694</td>
<td>0.014</td>
<td>5.3</td>
</tr>
<tr>
<td>DSANE (g)</td>
<td>159.94</td>
<td>3210</td>
<td>0.049</td>
<td>2.1</td>
</tr>
<tr>
<td>DSANE (h)</td>
<td>159.4</td>
<td>1890</td>
<td>0.084</td>
<td>2.6</td>
</tr>
<tr>
<td>DBA</td>
<td>156.2</td>
<td>25616</td>
<td>0.00609</td>
<td>5.8</td>
</tr>
<tr>
<td>MGM-1</td>
<td>153.78</td>
<td>25616</td>
<td>0.00608</td>
<td>6.2</td>
</tr>
<tr>
<td>DisPeL</td>
<td>152.1</td>
<td>25616</td>
<td>0.00593</td>
<td>9.9</td>
</tr>
</tbody>
</table>

Table IV shows the results for the tracking domain. In comparison to the graph coloring domain, the efficiency trends are quite similar (see Figure 5), although the differences between each algorithm in a group is more pronounced.

### VII. Deeper Analysis

We wanted to figure out why such dramatic improvement was shown in the DSA variants, so we conducted another set of runs using DSA-BE to include counts of lateral moves taken in comparison to the number of hill-climbing moves. Figure 8 shows the average number of times an agent with four neighbors attempts to make moves that result in improve values of zero (lateral moves) and improve values greater than zero (hill climbing moves). As you can see, lateral moves dominate by a sufficient margin, indicating that adjusting $p_L$ should affect the number of messages more than changing $p_H$.

Once we discovered this phenomena, we tested all combinations of $p_L = \{0.0, 0.1, 0.2, 0.3, 0.4, 0.5\}$ and $p_H = \{0.3, 0.5\}$ in both the graph coloring and sensor tracking domains to see if there was a direct correlation to the algorithm’s efficiency. We found that as the probability for making an escape move increases ($p_L$), the efficiency decreases, as shown in Figure 6. To be sure this wasn’t affected by changing the value of $p_H$, we also used another $p_H$ value and saw the same trend.

### VIII. Conclusion

For more efficient algorithms, like DSA variants, limiting or eliminating the escape strategy still allows the algorithm to arrive at an almost identical solution while significantly reducing cost. After examining the results from DSA, DSAN, and DSA-B1, we see that the effect of lateral escape moves is the same: a lot of additional cost for little gain. The answer is different for DBA. Because the algorithm uses a constant number of messages, an escape strategy that eventually yields a better solution actually improves the algorithm.

So, do you get what you pay for when exploring the search space using DSA-like algorithms? The answer is no unless messaging cost is inconsequential or solution quality is paramount. The messages passed are much more effective when you do not allow local minima to be escaped. However, if an escape strategy is desired, simply reducing the probability...
of making an escape move can significantly reduce the number of messages while achieving a better solution than if no escape strategy was employed.
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